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We examine the advantages and disadvantages of 2 types of analyses used in interper-
sonal perception studies: componential and noncomponential. Componential analy-
sis of interpersonal perception data (Kenny, 1994) partitions a judgment into compo-
nents and then estimates the variances of and the correlations between these
components. A noncomponential analysis uses raw scores to analyze interpersonal
perception data. Three different research areas are investigated: consensus of percep-
tions across social contexts, reciprocity of attraction, and individual differences in
self-enhancement. Finally, we consider criticisms of componential analysis. We con-
clude that interpersonal perception data necessarily have components (e.g., per-
ceiver, target, measure, and their interactions), and that the researcher needs to de-
velop a model that best captures the researcher’s questions.

Interpersonal perception, broadly defined as “the
study of the beliefs that people have about others”
(Kenny, 1994, pp. vii), has long been a topic of consid-
erable theoretical and empirical interest. The basic data
in interpersonal perception minimally contain three
key elements: perceivers, targets, and measures. In a
typical study, a set of perceivers rate a set of targets on
several measures. As an example, Israel (1958) had 29
nurses who served as both perceivers and targets who
judged each other on orderliness, leadership ability, ap-
pearance, and intelligence.

Experimental research in interpersonal perception
is straightforward. The researcher has an independent
variable and the levels of the independent variable refer
to different targets, perceivers, or measures. For in-
stance, in a study of stereotyping, the independent vari-
able might be race of the target (White or Black).1 For
example, in the hypothetical study of race, the re-

searcher might average across measures and targets,
separately for Black and White targets, and compute a
paired t test to determine if there is a race effect.

However, not all the questions in interpersonal per-
ception can be answered by experimental2 methods.
Many of the questions in interpersonal perception in-
volve computing relationships between two different
interpersonal perception measures. Consider the fol-
lowing examples:

• Meta-accuracy involves computing a relationship
between how perceivers think others view them
with how the others actually view them.

• Assumed similarity involves computing a rela-
tionship between perceptions of others and
self-perceptions.

• Consensus involves computing the correlation
between judgments made by two or more
perceivers of the same target.

The concern of this article is not the design and analy-
sis of experiments in interpersonal perception, but
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rather studies that correlate two sets of interpersonal
perceptions.

To answer questions when two sets of perceptions
are correlated, we can adopt one of two fundamentally
different orientations. Consider the question of as-
sumed similarity: Do people see others as similar to
themselves? Most researchers would simply correlate
trait judgments of others with trait judgments of self.
Other researchers would treat measures as being made
up of components. If a componential strategy is used,
there is no single answer to the assumed similarity
question, but several answers. We refer to the former
approach as noncomponential and to the latter ap-
proach as componential.

As an illustration of these two approaches, consider
the following example. Table 1 presents the ratings
made by two different perceivers of five different targets
on a single measure. We also have a criterion measure or
the“truth.”The interest is in individualdifferences inac-
curacy: How accurate is each of the perceivers in his or
her assessments? An obvious noncomponential mea-
sure of a judge’s ability is the sum of the absolute dis-
crepancies. Thus, for Perceiver A, we would compute
the sum of the absolute differences between A’s judg-
ment and the truth. Using this measure, both perceivers
are equally good or bad, both having a score of 6.00.
Thus, from a noncomponential analysis, we would con-
clude that the two perceivers were equally accurate.

However, the componential approach views the
judgments and the criterion as containing compo-
nents: one component that refers to targets in general
(the mean) and another that refers to each target in
particular (the deviation from the mean). We can as-
sess accuracy for each component, and therefore
there are two different ways to assess accuracy or in-
accuracy. A perceiver can be wrong about the level or
average value of the targets on the measure, and a
perceiver can be wrong about the relative standings of
targets on the measure. The former is called elevation
accuracy and the latter differential accuracy
(Cronbach, 1955). Given that the mean of the crite-
rion is 4.0, Perceiver A’s mean is 5.2, and Perceiver
B’s mean is 4.0, Perceiver B is better in terms of ele-
vation accuracy. Differential accuracy can be mea-
sured by correlating a perceiver’s judgments with the
truth. Perceiver A’s correlation with the truth is .986,

whereas Perceiver B’s correlation with the truth is
–.224. Thus, it turns out that Perceiver A is a better
judge in terms of differential accuracy (i.e., the corre-
lations), whereas Perceiver B is a better judge in
terms of elevation accuracy (i.e., the means). A com-
ponential analysis yields a more complicated pattern
of results: In one way A is the better judge and in an-
other way B is the better judge. As this simple exam-
ple illustrates, noncomponential and componential
analyses can give very different results.

The purpose of this article is to elaborate on the ben-
efits and drawbacks of componential and
noncomponential analysis of interpersonal perception
data. We begin by explaining what componential anal-
ysis is, and then, using three case studies, we illustrate
empirical differences between componential and
noncomponential analyses. In the last section of the ar-
ticle, we discuss criticisms that have been leveled at
componential analysis.

What Is Componential Analysis?

A major difficulty in componential analysis is the
understanding of what componential analysis exactly
is. No doubt some of this confusion stems from the be-
wildering array of terms that Cronbach (1955) gave to
his four types of accuracy: elevation, differential eleva-
tion, stereotype accuracy, and differential accuracy.
Moreover, Cronbach was not very explicit that those
types of accuracy involved relationships between
components.

As we stated in the beginning of the article, the ba-
sic data in interpersonal perception contain three key
elements: perceivers, targets, and measures. In a hypo-
thetical study, we gather data from all perceivers judg-
ing all targets on all measures. The design can be
viewed as a three-way analysis of variance (ANOVA)
of Perceiver × Target × Measure. We describe three dif-
ferent types of partitioning the variance of interper-
sonal perception data: Cronbach, Social Relations
Model, and Judd and Park.

Cronbach Partitioning

Cronbach (1955) considered the judgments of a sin-
gle perceiver of a set of targets on a set of measures.
His data structure is a two-way ANOVA with judg-
ments decomposed into target and measure:

Judgment = Mean + Target + Measure +
(Target × Measure)

Cronbach (1955) was primarily interested in accu-
racy, and, therefore, a criterion measure is also mea-
sured. For instance, there might be self-ratings by the
targets on each of the measures. The criterion measure
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Table 1. Hypothetical Judgments by Two Perceivers of Five
Targets.

Target
A’s

Judgment
B’s

Judgment Truth

1 5 3 4
2 4 5 3
3 3 4 2
4 6 4 5
5 8 4 6



can also be decomposed into the four ANOVA
components:

Criterion = Mean' + Target' + Measure' +
(Target × Measure)'

where the prime symbol is used to denote that the com-
ponent refers to the criterion measure. Accuracy is then
the association between components (see Figure 7.1 in
Kenny, 1994). For example, differential accuracy is the
association between the two Target × Measure interac-
tions. The Cronbach approach is idiographic because
the four accuracies (the associations between the four
corresponding components) are measured for each
perceiver.

Social Relations Model Partitioning

Here, we start with the same three-way data struc-
ture of Perceiver × Target × Measure. Within the Social
Relations Model (SRM; Kenny & Albright, 1987), we
consider for each measure a two-way structure of
Judge × Target. These data are decomposed in a
two-way ANOVA model:

Judgment = Mean + Perceiver + Target +
(Perceiver × Target)

In traditional SRM parlance, Perceiver is called Ac-
tor, Target is called Partner, and Perceiver × Target is
called Relationship.

Judd and Park (1993) Partitioning

Judd and Park’s (1993) full accuracy design begins
with three-way data structure of Perceiver × Target ×
Measure. They then consider an ANOVA decomposi-
tion of the data involving eight components: one mean,
three main effects, and four interactions. A key feature
of their approach is the selection of perceivers, targets,
and measures. Specifically, the perceivers are members
of two different groups (e.g., men and women), as are
the targets. Half of the measures are stereotypical of
members of one group (e.g., aggressive for men), and
the other half are stereotypical of members of the other
group (e.g., compassionate for women). Additionally,
half of the measures are positively valenced (e.g., com-
passionate) and half are negatively valenced (e.g.,
aggressive).

Methodological Issues for
Componential Analysis

For all three types of componential analysis that we
have described, we see that the components are derived
from an ANOVA decomposition of the data. Basic
questions in interpersonal perception involve comput-

ing measures of association between these ANOVA
components. There are some technical but important
issues in componential analysis: whether components
should be considered fixed or random, the particular
measure of the association between components, and
the nonindependence of components.

We begin by addressing the issue of fixed versus ran-
dom components. In an ANOVA model, the factors can
be considered as either fixed or random. Consider the
two-way decomposition of Perceiver × Target for judg-
ments of a single measure (e.g., Extroversion). One set
of n perceivers judge m different targets. We then com-
pute a two-way ANOVA and obtain mean squares due to
perceiver or MSP, mean squares due to target or MST, and
mean squares due to the perceiver by target interaction
or MSPxT. If we consider targets as fixed, the variance
due to targets is MST/n. If however, we consider targets
as random, the ANOVA estimate of target variance is
(MST – MSPXT)/n. Debate about whether components
should be fixed or random is a long-standing one (Nor-
man, 1967). Whereas treating components as random
allows forgreatergenerality, it alsobringswith it greater
computational complexity. In the 21st century, the study
of interpersonal perception deserves that complexity.

A second issue in componential analysis is deter-
mining how to measure the association between com-
ponents. Consider the question of self-other agree-
ment. In a componential analysis, we would compute
the target effect (how a person is generally seen by oth-
ers) and relate that component to how the person sees
him- or herself. One can relate the two scores by com-
puting a correlation coefficient between components,
computing a difference score (see Judd & Park, 1993),
or computing the absolute difference in the scores. The
researcher needs to decide how to relate the compo-
nents of interpersonal perception based on theoretical
and methodological considerations.

Finally, in some interpersonal perception studies,
the same people are both the perceivers and targets. For
instance, in a round-robin design, a group of people
judge one another. Such judgments result in noninde-
pendent data. For example, perceiver A’s judgment of
target B might well be correlated with perceiver B’s
judgment of target A. The nonindependence in the data
must be modeled.

We use the case study method to illustrate the differ-
ences between noncomponential and componential
analyses for reciprocity of attraction (Kenny & Nasby,
1980), cross-context consensus (Malloy, Albright,
Kenny, Agatstein, & Winquist, 1997), and self-en-
hancement (Kwan, John, Kenny, Bond, & Robins,
2004). These examples are quite diverse in terms of
findings and topics. For all three questions, we use
SRM partitioning of data because we are much more
familiar with this approach. We believe that the same
points could be illustrated with the other types of
componential analysis.
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Reciprocity of Attraction

Reciprocity has long been believed to be a funda-
mental principle of interpersonal attraction. Somewhat
surprisingly, however, the social psychological litera-
ture contains comparatively few direct assessments of
the extent to which reciprocal attraction actually char-
acterizes interpersonal relationships. Even more sur-
prising, these assessments indicated weak or even zero
reciprocity. For instance, Newcomb (1961), in his clas-
sic study of the acquaintance process, obtained attrac-
tion ratings repeatedly from two groups of 17 college
residence-hall students over a 15-week period. Al-
though his results indicated that actual reciprocity be-
came more pronounced as acquaintance increased (i.e.,
over time), even at the end of 15 weeks the degree of
actual reciprocity had reached only modest propor-
tions (rs ≈ .345, calculated from the distribution of dif-
ferences in ranks of attraction assigned by members of
all pairs to each other). Kenny and Nasby (1980) ques-
tioned whether reciprocity may merely represent an-
other addition to the already lengthy parade of the
attributional and cognitive biases that occur in social
interactions. Indeed, specific demonstrations of a reci-
procity bias have emerged from several experimental
procedures, including estimates of subjective probabil-
ity (Desoto & Kuethe, 1959), paired-associates learn-
ing (Zajonc & Burnstein, 1965), recognition memory
(Sherman & Wolosin, 1973), and metaperception of
friendship (Kenny, Bond, Mohr, & Horn, 1996).

Kenny and Nasby (1980) argued that a com-
ponential analysis can be used to explain the low reci-
procity correlations. A liking judgment represents four
different components:

Xijk = mk + aik + bjk + gijk (1)

� × �
Xjik = mk + ajk + bik + gjik (2)

where Xijk is person i’s attraction toward person j in
group k, and Xjik is j’s attraction toward i. The connec-
tions between the two measures are discussed later.
The first term in Equation 1, mk, is the grand mean and
measures the average level of attraction across all rat-
ers and targets in group k. The second term, aik, is the
perceiver effect for person i in group k and represents
how much person i tends to like others in general. The
third term, bjk, is the target effect of person j in group k
and represents how much person j is liked by others in
general. The fourth term, gijk, is the Perceiver × Target
interaction or relationship effect, which measures the
degree to which perceiver i particularly likes the target
j after subtracting out the perceiver effect for i and tar-
get effect for j.

There are three sources of variance or covariance
that produce the reciprocity correlation, which are rep-

resented by the lines connecting person i’s liking of j
and j’s liking of i in Equations 1 and 2. The line con-
necting the mk terms represents the group norm for lik-
ing. If people are in groups in which individuals like
one another, they would tend to like each other, and if
people are in groups in which individuals did not like
one another, they would tend to dislike each other. The
two diagonal lines connect the individual differences
in giving liking with the difference in receiving liking.
There are two such connections, because there are two
persons. This is the generalized correlation between
giving and receiving liking and is denoted as r1. The fi-
nal connection between Equations 1 and 2 is between
the interactions of i toward j and of j toward i. This cor-
relation, then, measures the dyadic reciprocity and is
denoted as r2.

The data that we reanalyze were gathered by Curry
and Emerson (1970) and include six eight-person
groups who reported their attraction toward each other
at five times, the first being one week after the first
meeting. We consider a somewhat different question
from Kenny and Nasby (1980). They treated the five
time points as independent replications. We averaged
the five time points, so we have the average liking of
each perceiver of the target. Moreover, Kenny and
Nasby subtracted off the group means and we did not.

What is the reciprocity correlation? If we ignore
components and just compute the correlation between
pairs of scores,3 we find that the correlation is .318.
However, that correlation combines all the components
together. As we shall see, this single correlation con-
tains within it three correlations. Unless we do a com-
ponential analysis, we do not know if the source of this
modest correlation is the group, the individual, or the
relationship. We can remove group effects by comput-
ing the correlation within groups. When we do so, the
correlation reduces to .185 and is no longer statistically
significant. The fact that the correlation gets smaller
when group is controlled for suggests that groups differ
from one another in how much they like one another
(i.e., there must be group variance).

Table 2 presents the partitioning of the variance of
the attraction measure from the Curry and Emerson
(1970) pooled across the six clusters. We see that there
is variance in all four components. However, the larg-
est source of variance is at the relationship level, a re-
sult common in studies of attraction (Kenny, 1994).
Therefore, how much one person likes another is
idiosyncratic.

In terms of reciprocity, we find an interesting pat-
tern. The reciprocity correlation at the individual level
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3Because we have dyadic data with indistinguishable members,
we can use the pairwise or double-entry method (Griffin & Gonza-
lez, 1995) to compute the correlation. We take each dyad and enter
the score twice, once with person 1 as the X variable and once with
person 2 as the X variable.



is negative, being –.210. Thus, it means that people
who like others are not liked by others. This negative
correlation is not, however, significantly different from
zero. The reciprocity correlation at the dyadic level is
.554 and is statistically significant. If one person espe-
cially likes another person (e.g., more than he or she
generally likes others and more than the other is gener-
ally liked), that liking is reciprocated.

What have we learned from the componential
analysis? First, we have learned that there is quite a
bit of reciprocity that primarily occurs at the dyadic
level. However, there is not generalized reciprocity.
Moreover, a norm of liking and disliking raises the
reciprocity correlation. Only by a componential anal-
ysis were we able to discover reciprocity. Without it,
we would have found the same weak levels of reci-
procity that the noncomponential literature has typi-
cally found.

We have seen that a componential analysis gives us
a very detailed picture of reciprocity. We have found
that reciprocity is largely due to relational, not individ-
ual, processes. The next case study explores the extent
to which there is consensus on how a target individual
is perceived within and between distinct social
contexts.

Cross-Context Consensus

For our second case study, we reanalyze and reex-
amine the results of the Malloy et al. (1997) study. One
reason we chose this study is because Malloy et al. ar-
gued that a noncomponential analysis of their data
would be misleading. They presented extensive com-
ponential results, but did not feature noncomponential
findings. We reanalyze their data set using both
noncomponential and componential analyses and
explain both theoretically and statistically why they
differ.

Malloy et al. (1997) were interested in the degree to
which there is consensus in how people are viewed in

three distinct contexts: leisure, home, and work. Each
participant rated and was rated by three friends (Lei-
sure), three family members (Home), and three
coworkers (Work). In this study, there were 31 partici-
pants and 279 (i.e., 31 × 9) informants. Thus, each par-
ticipant was a member of three separate round-robin
data structures. This design is presented in Figure 1.
These three groups were nonoverlapping in that, with
the exception of the participant, no member from one
group was acquainted with any member from another
group. Within each group of four, each person rated ev-
ery member in the group and the participant (person 4),
who was a member of all three groups.

Each of the four perceivers rated each target on
five measures designed to indicate the Big Five fac-
tors (John, 1990): shy–outgoing (Extroversion),
rude–courteous (Agreeableness), late–on time (Con-
scientiousness), calm–anxious (Emotional Stability),
and unintelligent–intelligent (Culture). The central
question that Malloy et al. (1997) addressed is: To
what extent were participants seen the same way
across different contexts?

We begin with the noncomponential approach to
the question posed by Malloy et al. (1997). This strat-
egy (e.g., Funder, Kolar, & Blackman, 1995) is to av-
erage the rating of the three informants’ judgments
within a context, and then correlate that average
across contexts. We computed those correlations for
each of the Big Five for the three pairs of contexts.
We then averaged across the Big Five, and the result-
ing noncomponential correlations are presented in Ta-
ble 3. We see that correlations are moderate in size,
ranging from .26 to .41.4

Malloy et al. (1997) pointed out that these non-
componential correlations are potentially misleading.
The authors argued that the SRM provides a much
more accurate method of analysis by estimating vari-
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Table 2. Variance Partitioning and Correlations for the
Curry and Emerson (1970) Study.

Relative Variancesa

Perceiver .159
Target .212
Relationship .506
Group .123

Correlations
Naive

Raw .318
Raw With Group Removed .185

SRM
Generalized –.210
Dyadic .554

Note: SRM = social relations model.
aProportion of total. Figure 1. The key person design (F: Friend, M: Family, C:

Coworker).

4These results differ somewhat from those reported in Malloy et
al. (1997) largely because of a coding error.



ance due to perceiver, target, and relationship-error,
than does a noncomponential analysis. In the SRM, the
rating of perceiver i of target j in group k in context q,
or Xijkq, would be assumed to equal

mkq + aikq + bjkq + gijkq

where mkq is the mean rating for group k in context q,
aikq is the perceiver effect (how perceiver i in group k
in context q rates others on average), bjkq is the target
effect (how target j is seen by others in group k in
context q on average), and gijkq is the relationship ef-
fect (how perceiver i views target j in group k in con-
text q).

To test the hypothesis that individuals are judged
similarly across different contexts, we need to measure
the SRM term b4kq, the target effect for person 4 in the
group (target person or participant who is in all three
groups). Noncomponential and componential ap-
proaches estimate b4kq in very different ways. In a
noncomponential analysis, we average the three rat-
ings of target 4. Within the SRM, that average can be
shown to equal the following sum of components:

b4kq + mkq + Σaikq/3 + Σgi4kq/3 (3)

The latter two terms can be treated as random error, in
that they are not likely to be correlated across contexts.
It is relatively clear that the relationship component or
g would not correlate across contexts. The term Σaikq/3
is the average perceiver effect within a context. Al-
though it may seem plausible that individuals might
pick friends, coworkers, and family members who
have similar views of others, we can allocate that effect
to the group effect.

The key theoretical question is how stable b4kq is
across contexts. For example, if a participant is gener-
ally seen by family members as intelligent, is that par-
ticipant also seen as intelligent by coworkers and
friends? When we examine the noncomponential esti-
mate of b4kq in Formula 3, we see that it contains mkq, or
the mean of how people in general are seen in that con-
text. Because these group means might be correlated
across contexts, there is a potential confound. Malloy
et al. (1997) marshaled evidence (e.g., Snyder & Ickes,

1985) that this might well be the case. In particular, in-
dividuals may choose contexts, especially leisure and
work, that are consistent with their family environ-
ment. Thus, the group effect is a potentially confound-
ing variable for the noncomponential approach. If the
cross-context correlation were due to the group effect
or mkq, it would be much less interesting, because it
would indicate that two perceivers would agree in their
rating of two different persons across the two contexts.
For example, a family member and a coworker might
agree that Joe is extroverted, but they may also believe
that Joe’s father and Joe’s boss are also extroverted.
The theoretical interest in terms of cross-situational va-
lidity of personality is whether two perceivers would
agree in their rating of the same person across two con-
texts. Thus, the noncomponential correlation across
contexts could be nonzero for two very different rea-
sons: the partner effect, or b4kq, and the group effect or
mkq.

It is rather complicated to compute the com-
ponential estimate of the partner effect, or b4kq. Kenny
(1994, p. 236) presented the following formula for its
estimation:

where n is the group size, M.i is the mean rating when
person i is the target, Mi. is the mean rating when per-
son i is the perceiver, and M.. is the mean across all
judgments in the group.5 Applying this formula when n
is 4 for the estimate of the partner effect of person 4 in
group k and context q yields

1.125M.4kq + 0.375M4..kq – 1.500M..kq (4)

where M.4k is the mean of the three ratings received by
person 4 in group k and context q, M4.kq is the mean rat-
ing made by person 4 of the others in group k in context
q, and M..kq is the rating of the 12 judgments (all 4
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Table 3. Cross-Context Correlationsa.

Work–Home Work–Leisure Home–Leisure

Noncomponential .29 .41 .26
SRM Effects

Partnerb .13 .33 .25
Meanc .00 .25 .26
Mean (Adjusted)d .07 –.04 .06

Note: SRM = social relations model.
aAll correlations are the simple averages of five correlations. bMean rating by all four people within the context. cMean rating the three infor-
mants, excluding the participant as both a perceiver and a target. dMeans computed without person 4’s data.

2

. .
( 1) ( 1) ( 1)

..
( 2) ( 2) ( 2)

i i i
n n n

b M M M
n n n n n

� � �

� � �

� � �

5Note that the formula is not the mean rating of the target minus
the grand mean, as might be naively thought. That formula would be
biased by the person’s actor effect. The complications in Equation 4
are due to the “missing data” for self-ratings.



perceivers’ ratings of 3 targets) in group k in context q.
Malloy et al. (1997) used Formula 4 to estimate b4kq.
Table 3 presents correlations of these target effects
(again averaged over the Big Five) between pairs of
contexts. They parallel the noncomponential correla-
tions but are weaker, ranging from .13 to .33. Malloy et
al. suggested that they are lower than the noncom-
ponential correlations because of the confounding ef-
fect of the mean:

It is likely that individuals seek out and select into
groups that are similar to other groups to which they
belong … Specifically, selection into similar social
groups may result in correlated group means on a vari-
able that bias (i.e., inflate) estimates of agreement
across them. (p. 392)

In addition to controlling for the mean to obtain a
more accurate target effect, componential analysis is,
in principle, a more accurate analysis than raw score
analysis because a purer measure of the target effect is
obtained. The effects of perceiver and mean have been
removed. If we take Formula 4 and substitute in the
SRM components, the resulting estimated target effect
(i.e., expected value) for person 4 in group k and con-
text q equals

b4kq – Σibikq/4 – ΣΣ0.125gijkq + 0.250 Σgi4kq (5)

where the first summation of g terms is across all rela-
tionship effects not involving person 4, and the second
summation is across all relationship effects in which
person 4 is the target. Note that, unlike the noncom-
ponential estimate, the perceiver and group effects
have been removed. Most importantly, the big advan-
tage of the componential measure is the removal of the
group effect mkq. Note that the mean is not present in
the componential formula but is present in the non-
componential formula.

The key question then is: What do we gain, if any-
thing, by removing the mean? There are two potential
advantages of controlling for the group effect. The first
advantage is that if there were group variance, remov-
ing this variance would increase the reliability of the
estimate of the target effect. The second advantage re-
lates back to Malloy et al.’s (1997) primary concern—
that the group effect is correlated across contexts. By
removing the group effect, we remove this potential
confound. These two issues can be addressed using the
current data.

The first question is: Does the mean vary across
groups? That is, in some families are members seen as
intelligent, whereas in other families are members seen
as unintelligent? Within the SRM, the question con-
cerns whether family is a source of variance. It can be
shown that the theoretical variance in the group means
can be estimated as

sMq2 – (saq2 + sbq2 + 2sabq)/4 – (sgq2 + sggq)/12

where sMq2 is the variance in the estimated group
means in context q, saq2 is the estimated actor variance
for context q, sbq2 is the estimated partner variance for
context q, sabq is the actor-partner covariance for con-
text q, sgq2 is the relationship variance for context q,
and sggq is the relationship covariance6 for context q.
The estimated group variances for 8 of the 15 group
means are negative, which indicates no group variance,
and the average of the 15 variances is virtually zero,
being only .006. The largest group variance is for judg-
ments of friends on Factor IV (Emotional Stability),
but this variance was less than the variance due to tar-
get and relationship, and constituted only 10% of the
total variance. Thus, there is little indication of any
group variance.

Given that there is no group variance, the group
means do not estimate a group effect, but rather only
reflect chance variance. Therefore, we would expect
the group mean to not correlate across contexts. What
then are the correlations between the group mean com-
ponents? The simplest approach is to take the judg-
ments made by all 4 judges within each context, 12
judgments in all, and compute a mean. These means
can be correlated across contexts. As seen in Table 3,
two of the three cross-context correlations are nonzero.
We might then infer that there is a correlation across
contexts. However, upon closer examination, we real-
ize that these correlations also contain confounding
component effects. The mean within each context con-
tains the perceiver and target effect of person 4. When
we compute the mean for each context, person 4 con-
tributes as both a perceiver and a target. To the extent to
which person 4 sees others the same way across con-
texts, or is seen the same way across contexts, the
means would then artificially correlate across contexts.
To control for this potential confound, we need to
recompute the mean eliminating person 4’s data. We
refer to such means as the adjusted means. These
cross-context correlations are also presented in Table 3
(again averaged over the Big Five). We see that these
correlations are essentially zero. These correlations
lead us to the conclusion that results from a non-
componential analysis are not, in fact, confounded by
the group effects.

Note that the noncomponential analysis yields an
average correlation between target effects of .32,
whereas the componential average is .24. Evidently,
the greater correlation for the noncomponential ap-
proach is not due to the bias of the group means. Why
then do the noncomponential and componential corre-
lations differ? By calculating reliability estimates, we
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can determine that the componential correlations are
lower than the noncomponential correlations, namely,
because the noncomponential measures are more reli-
able than the componential ones.

The reliability of the noncomponential measures
can be relatively easily obtained. A one-way analysis
of variance is computed in which the independent vari-
able is participant, person 4, and the dependent mea-
sure is the rating made by each of the three perceivers
within a particular context. Therefore the MSB refers to
the mean square between participants and represents
agreement of the three judges for the participant on a
particular measure. The MSW represents disagreement
between those judges. The estimate of reliability of a
single rater is the familiar intraclass correlation of

where k is the number of judges, being 3 in the study
under consideration. However, we seek the reliability
of the average of three raters and that reliability, what
Shrout and Fleiss (1979) referred to as ICC (1, 3), is

Applying this formula to the Malloy et al. (1997) data,
the resulting average reliabilities are .52 for Home, .49
for Leisure, and .61 for Work, the overall average being
.54. These reliabilities may look low, but in reality,
they are rather typical for interpersonal perceptions. In
the most extensive review of peer agreement correla-
tions, Kenny, Albright, Malloy, and Kashy (1994)
found that the average correlation between personality
judgments for close acquaintances is .275. Given this
correlation and using the Spearman-Brown (Nunnally
& Bernstein, 1999) prophecy formula, the reliability of
three perceivers should be about .53, a value remark-
ably close to .54.

Given the reliabilities, we can disattenuate the
cross-context correlations using noncomponential
analysis. Thus, with these reliabilities, we can forecast
what the cross-context correlation would be if the mea-
sures had perfect reliability. The average cross-context
correlation using noncomponential analysis is .32,
making the average disattenuated correlation .59 (.32/
.54). Thus, persons are seen similarly across contexts,
though not exactly the same.

Computing the reliability for the componential
measures is not simple. We describe a rather compli-
cated rationale for a formula in the Appendix, which
yields an average reliability for the target effect of .49
for Home, .34 for Work, and .48 for Leisure. These
reliabilities are lower than the noncomponential

reliabilities, which explain in large part why the non-
componential cross-context correlations are larger
than the componential. If we use average correlations
and reliabilities, the disattenuated cross-context corre-
lation is .24/.44 = .55 for componential analysis and
.32/.54 = .59 for noncomponential analysis. Thus, once
we adjust for differences in reliability, the com-
ponential and the noncomponential correlation give es-
sentially the same result.

What did we learn specifically about the advantages
and disadvantages of componential and noncom-
ponential analyses from the Malloy et al. (1997) study?
We conclude that people do see a target person in a
similar way across contexts, the disattenuated correla-
tion being about .50. There appears to be little or no
bias in the noncomponential because there is little or
no group variance, and what little variance does exist
does not correlate across contexts. Moreover, the
componential correlations are lower than the noncom-
ponential correlations, because the noncomponential
measures are more reliable than the componential
ones.

We agree that, at least in this particular case, we ulti-
mately did not need to bother with the complexity of
componential analysis. Malloy et al. (1997) suggested
that group means might be correlated across contexts.
Although such a suggestion was reasonable, empirical
analyses revealed that this concern was only theoreti-
cal and not actual. Importantly, there was no way of
knowing this beforehand. It was only through execut-
ing the componential analysis and addressing potential
problems that we learned that componential analysis,
at least in this case, produced estimates consistent with
noncomponential analysis. The assumption that a com-
ponent is not present in interpersonal perception is in-
sufficient justification for not conducting a compon-
ential analysis.

The presence of a group effect is perhaps not very
compelling theoretically. We turn to a third example in
which the components have a strong theoretical
meaning.

Self-Enhancement

The prior two sections examined correlations be-
tween perceptions, and we described what was gained
from a componential analysis of those perceptions. In
this section, we focus on a concept and show how
thinking of the concept in terms of components has
theoretical and empirical benefits.

The third example is the question of self-enhance-
ment. Kwan et al. (2004) noted that self-enhancement
can be operationalized in two very different ways. The
first is based on social comparison theory (Festinger,
1954), which uses the comparison between an individ-
ual’s self-perception to the perceptions of others to de-
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termine the extent to which an individual self-en-
hances. The second is Gordon Allport’s (1937) notion
of self-insight, which compares an individual’s
self-perception to perceptions of that individual by
others.

Thus, there are two different ways by which
self-enhancement has been conceptualized: Either
people can see themselves as better than they see oth-
ers, or they can see themselves as better than others see
them. Self-enhancement would best be examined by
combining both theoretical approaches in a com-
ponential analysis.

Kwan et al. (2004) proposed that three variables are
needed for the measurement of self-enhancement: (a)
self-perception, (b) perception of others, and (c) per-
ception by others. If analyzed independently, the social
comparison index and the self-insight index each ig-
nore one important component; thus they both portray
an inaccurate assessment of self-enhancement bias,
and can lead to potential confounds.

Kwan et al. (2004) conceptualized self-perception
as a form of interpersonal perception where perceiver
and target are the same person. We begin with the SRM
model of the perception of one person of another:

Xijk = mk + aik + bjk + gijk

where mk is the group mean, aik is the perceiver effect
for person i (how person i generally sees others) in
group k, bjk is the target effect (how person j is gener-
ally seen by others), and gijk is the relationship effect
from i to j (how person i uniquely sees person j). Fol-
lowing Kwan et al., the model7 for self-perception of
person i of him- or herself is:

Xii = ok + aik + bik + hiik

where ok is the mean self-perception in group k, aik is
the perceiver effect for person i (how person i generally
sees others), bik is the target effect (how person i is gen-
erally seen by others), and hiik is the “relationship” ef-
fect from i to i (how person i uniquely sees him- or her-
self). It is this last component, hiik, which measures
individual differences in self-enhancement. To com-
pute this component, we must subtract from
self-perception not only the mean but also the
perceiver and target effect. The social comparison ap-
proach subtracts only the perceiver effect and the
self-insight approach subtracts only the target effect.
The SRM approach used by Kwan et al. is to subtract
both.

Kwan et al. (2004) empirically tested the major pre-
dictions of the model to determine if the social compar-

ison and self-insight indexes yield the same results for
self-enhancement. In addition, the authors expanded
upon Taylor and Brown (1988) to ask the question: Are
individual differences in self-enhancement correlated
with individual differences in mental health?

Kwan et al. (2004) studied 128 students who inter-
acted with each other in groups of four or five in a
round-robin design and rated each other on 32 person-
ality traits. Three measures of adjustment were also ob-
tained: the Rosenberg Self-Esteem scale (1965), Rela-
tionship Harmony (Kwan, Bond, & Singelis, 1997),
and Task Performance. When the 32 traits were ana-
lyzed, on average 17% of the variance was due to
perceiver and 27% of the variance was due to target.
Kwan et al. (2004) then averaged perceiver and target
effects across the 32 traits to obtain component mea-
sures of perceiver and target. They then computed
three indexes:

• SRM Index = Self Rating – Perceiver Effect –
Target Effect

• Social Comparison Index = Self Rating – Per-
ceiver Effect

• Self Insight Index = Self Rating – Target Effect

Note that all three indexes involve the subtraction of
one or more component from self rating. The advan-
tage of the SRM Index is that it combines both ap-
proaches by subtracting two components.

When the indexes were correlated with the three ad-
justment measures, Kwan et al. (2004) concluded:

When compared with the new SRM index, the social
comparison index misleadingly indicated a much
stronger self-enhancement effect for self-esteem and
no self-enhancement effect (rather than a negative one)
for task performance. Similarly, compared with the
new SRM index, the self-insight index misleadingly in-
dicated a more positive self-enhancement effect for re-
lationship harmony and less negative self-enhance-
ment effect for task performance. (p. 104)

Thus, more informative results were obtained by re-
moving two components not just one.

The self-enhancement example illustrates the theo-
retical importance of thinking in terms of components.
In measuring self-enhancement, the social comparison
approach removed one component and the self-insight
removed another. A more comprehensive approach is
to remove both.

Criticisms of Componential Analyses

We have seen that there are advantages in measur-
ing components and removing their effects. For the
Kenny and Nasby (1980) example, it was only after re-
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moving components that we were able to find reciproc-
ity of attraction. For the Malloy et al. (1997) example,
we obtained the same results using a componential and
a noncomponential analysis. Still, by doing a com-
ponential analysis, we learned the measure of consen-
sus was not inflated by group effects. Finally, for the
Kwan et al. (2004) example, we reviewed a conceptual
refinement of self-enhancement that involved remov-
ing two components, the perceiver and the target.

Despite these benefits, several investigators have ar-
gued against the necessity of measuring and control-
ling for components. In this section, we carefully con-
sider the different reasons for not undertaking a
componential analysis.

Componential Analysis Is
Not Always Possible

It is important to consider that some research de-
signs preclude a componential analysis. Consider for
instance, the study of cross-context agreement using a
simpler design than our illustrative example in which
each participant is judged by just one person in each
context. If, for example, we do not have multiple
perceivers within the context, we cannot control for
the group mean and a componential analysis cannot
be undertaken. We should realize that even though a
componential analysis is impossible with the simple,
single-perceiver design, the components are still pres-
ent in the judgments, and so the analyses of those
judgments may be biased. Malloy et al. (1997) delib-
erately chose the more complicated design (see Fig-
ure 1), because they were concerned about the bias-
ing effects of group mean and perceiver effect
components. Therefore, although simple designs pre-
clude a componential analysis, those components are
still lurking.

Funder (2001) made the point that researchers need
to be careful in implementing study designs in inter-
personal perception research. He worried that if, for
example, in a cross-context study where we obtain
round-robin ratings, the individuals within the social
contexts (e.g., the friends) may not know each other
well. His point is well taken; obviously designs cannot
be blindly applied.

No Interest in Components

Another issue arises when the researcher claims to
be interested in only the raw correlation, and computes
this correlation without controlling for components.
Obviously, if there is interest in only the raw-score cor-
relation, then it makes sense to compute that correla-
tion. However, the meaning of such a correlation is
sometimes ambiguous. If a componential analysis is
possible, then the correlation can be partitioned into
components. Returning to the Malloy et al. (1997)
study, it is a very different question to ask whether two

people agree in rating the same person (i.e., a correla-
tion of the target components), versus do two people
agree when rating different persons (i.e., a correlation
of the group mean components). The raw-score corre-
lation contains a mix of both of these correlations. If a
researcher wishes only to compute the raw correlation,
they need to state the different possible interpretations
of such a correlation.

Jussim (2005) claimed that one may simply be in-
terested in whether or not a given perceiver is accurate
when making a single prediction:

But if one wants to determine whether my prediction
[that Mike Piazza is the best home-run-hitting catcher]
is accurate, the only thing we need to do is figure out
whether he hit the ball over the outfield fence in fair
territory (in the case of a single judgment), and
whether he hit more home runs during his career than
any other catcher (in the case of multiple judgments).
(p. 63)

Jussim (2005) was indeed correct that in some situa-
tions, particularly applied ones, it is important to pre-
dict whether a perceiver is right or wrong. For instance,
it is a matter of life and death for counselors to be able
to determine if a client is suicidal. The science of inter-
personal perception has a strong interest in the overall
degree of accuracy. Additionally, the science also fo-
cuses on the process by which accuracy is obtained by
partitioning the overall accuracy into components.

Throwing Out the Baby With
the Bath Water

Critics of componential analysis often worry that
the “baby is thrown out with the bath water” when
componential analyses are done. Consider the previ-
ously discussed cross-context study of Malloy et al.
(1997). The focus of that study was on how a person
was viewed in three different contexts: home, work,
and leisure. The noncomponential measure of how a
person is seen in one context (e.g., home) would be to
simply average how he or she was seen by his or her
three family members. The componential measure, see
Equation 5, contains that average as well as how the
person sees the other family members and the mean of
judgments by all four family members of each other.
This estimate is a measure of the SRM component of
partner (the “baby”), subtracting off the unwanted
components of perceiver and group (the “bath water”).
However in doing so, error is added which makes the
reliability of the componential measure lower than the
noncomponential measure. To continue with the meta-
phor, none of the baby is thrown out with the
componential measure, but some distilled water is
added after the bath water is thrown out. By removing

291

COMPONENTIAL ANALYSIS



the bias of the group effect, more error is added into the
estimate of the partner effect.

The trade-off between bias and efficiency is well
known in the statistical literature. Sometimes, slightly
biased estimators are preferred over less efficient ones.
Some might wish to argue that a noncomponential
analysis is better than a componential analysis because
it is more powerful. We think such a position is mis-
taken. For the Malloy et al. (1997) illustration, there
was relatively little bias. If, however, there were even a
moderate bias due to including the group mean effect,
the noncomponential result would have been both
more biased and less efficient. Additionally, very often
in componential analyses the variance due to the
perceiver (i.e., how the judge generally views others) is
removed. Generally, the perceiver accounts for much
more variance than the mean and so its removal is
much more important. Thus, we think that it is
ill-advised to ignore bias just to increase efficiency.

The argument gains credence if a component is not
regularly found. For example, many studies of inter-
personal perception using intact groups (e.g., families)
are conducted and we do not find group effects. Then,
based on this body of evidence, a researcher can argue
that it is permissible to ignore the group component.

Components Removed by Design
Not Analysis

Sometimes components can be removed, not
through componential analysis, but by research design.
As Funder (2001) discussed, if there are worries about
the confounding effect due to perceiver, that effect can
be controlled for by asking perceivers to rank order the
targets. Many times it is better to choose a design that
eliminates a bias rather than removing the bias by sta-
tistical analysis.

Which Components?

Jussim (2005) argued that there are difficulties
when one considers all of the different componential
models: “There is no one right way to divide up com-
ponents of social perception. … If components are
‘real’ and ‘must’ be assessed, then only complete way
to do it would be to assess the more than 50 compo-
nents” (p. 64). Jussim claimed that given the variety of
componential approaches (e.g., Cronbach, 1955; Judd
& Park, 1993; Kenny & La Voie, 1984), there are just
too many components to ever estimate in one research
design.

If it were possible or meaningful to implement all
componential approaches in a single study, this con-
cern would be valid. However, one cannot combine
SRM and Cronbach partitioning in a single interper-
sonal perception study simultaneously. The Cronbach
method examines the data for each perceiver, whereas

the SRM method examines the data for each measure.
The Cronbach approach is appropriate if the focus is
idiographic, whereas the SRM is appropriate if the fo-
cus is nomothetic (Kenny & Albright, 1987; Kenny &
Winquist, 2001).

Alternatives to Componential Analysis

Jussim (2005) argued that componential analysis is
just one of several approaches to the study of accuracy.
He mentioned Brunswik’s (1952) lens model and
Funder’s (1995) Realistic Accuracy Model (RAM)8 as
possible alternative models. Earlier we described accu-
racy in interpersonal perception research as the mea-
surement of the associations between perceptions and
a criterion. Both the lens model and RAM start with
these two variables, but they in essence specify mediat-
ing variables. Thus, these models are not alternatives to
a componential analysis; they could be used together.

Consider the interpersonal perception study by
Gosling, Ko, Mannarelli, and Morris (2002). The au-
thors had 7 perceivers rate the personality of 83 targets
after viewing the targets’ bedrooms. Using Brunswik’s
lens model, Gosling et al. specified 42 different possi-
ble cues (i.e., mediators9) that perceivers may have
used. Three perceivers judged the 42 cues for each of
the 83 bedrooms, but these perceivers were not the
same perceivers as those who made the personality
judgments. Each target’s personality was rated by one
or two acquaintances.

A componential analysis is possible on the cues that
have a two-way structure of Perceiver × Target. How-
ever, because there are different perceivers for the
judgments, the cues, and the criterion, the target is the
only common component. Thus, a mediational analy-
sis can only be performed at the level of the target; this
is what in essence Gosling et al. (2002) did. If the same
perceivers were used for all the measures, we could
perform a mediation analysis at three different levels:
the target, the perceiver, and the target × perceiver in-
teraction. Thus, RAM and the lens model are not really
alternatives to a componential analysis.

Componential Analyses Are Too Hard
To Do

The final criticism is implicit. Some researchers
think that componential analysis is very difficult. We
agree. Componential analysis can be complex, and
clearly, noncomponential analysis is much simpler to
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do. Consider the measurement of the SRM target effect
in Malloy et al. (1997) in Formula 4. In the non-
componential analysis, we simply compute the average
of the three informants. In the componential analysis,
we take that average, multiply it by 1.125, and then ad-
just out the average rating made by the target and the
grand mean of all judgments made in the group (see
Equation 4). Certainly, it is not at all transparent why
we multiply by 1.125, nor why we need to adjust out
the judgment made by the target of others. However, it
is through such a weighting and correction that the
componential estimate mathematically removes the
perceiver and group effects, components that are pres-
ent in the noncomponential measure.

The reliability of the noncomponential measure is
relatively simple. We compute the intraclass correla-
tion (Shrout & Fleiss, 1979). The derivation of the reli-
ability of the componential measure is very complex
(see the Appendix). In fact, we were quite surprised at
how involved it was.

A further difficulty is in the measurement of the
group variance and covariance. Consider for instance,
the test of whether the group effect correlates across
contexts. The obvious answer to this question is to cor-
relate the group means. However, as we explained, be-
cause the participant serves as a perceiver and a target
in all three group contexts, there is a confound. Thus,
we needed to compute adjusted means.

As our reanalysis of the Malloy et al. (1997) study
shows, componential analysis is indeed very complex.
That complexity can sometimes obscure the answer to
the original research question. The componential re-
searcher needs to attach conceptual meaning to the
mathematics and equations of componential analysis.

Conclusion

What do we conclude generally about componential
analysis versus noncomponential analysis? We con-
clude that despite its complications, it is still advanta-
geous to conduct componential analysis where appro-
priate. Interpersonal perception data have components
of perceiver, target, measure, and their interactions. If
the design permits and the research involves correlat-
ing sets of perceptions, then the researcher needs to
separate the measure into components and compute
correlations between the components that make up that
measure. When a componential analysis is necessary,
the researcher can be confident that the results are not
biased by a theoretically irrelevant component.

As we stated earlier, the landscape of interpersonal
perception research radically changed after Cronbach
(1955). An interpersonal perception score is made up of
components. For many questions, researchers should be
interested not in the rawscorebut in thecomponents that
make up that measure. Certainly it would be easier if we

could simply use raw scores and not go through all of the
trouble of componential analysis. However, the com-
plexity of componential analysis, though not always re-
quired, can give us a detailed and clear picture of inter-
personal perception. All of the trouble is worth it!
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Appendix: Derivation of the Reliability
of the Partner Effect

As is shown in Formula 5, the estimate of the target
effect is:

b4kq – Σ ibikq/4 – ΣΣ0.125gijkq + 0.250Σgijkq

We need to determine the true variance divided by the
total variance. The total variance can be determined by
computing the variance of the estimated target effects.
The true variance is the variance of b4kq – Σibikq/4,
which can be shown to equal (.5625) σbq2 where σbq2 is
the variance in the target effects for context q. There is
one last complication. The target is not randomly sam-
pled from the group and so there might be mean of the
target effect may have a nonzero mean. We need to
then adjust the estimated target variance by the mean
and that adjustment is M4q2.
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